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Pricing options under Lévy processes

Option valuation under Lévy processes has been dealt with by a host of
researchers.
However, pricing path-dependent options in exponential Lévy models
still remains a computational challenge.

New trends
There is an active interest in applying machine learning methods
for dealing with problems in applied mathematics. A straightforward
approach aimed at applying “supervised learning” algorithms based
on market data faces certain criticism, since a serious theoretical
justification for the adequacy of such models is usually not provided.
However, ML methods can replace some routine elements of numerical
methods.
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Historical background
Neural networks in computational finance
A special class of machine learning methods known as ANN achieve
notable results in almost any field of quantitative finance, including
option pricing and model calibration.
In the state-of-the-art machine learning approaches to option pricing,
artificial neural networks are used as function approximators

Hybrid numerical methods
Hybrid numerical methods that include elements of “traditional”
methods of numerical mathematics and elements of ML is the most
relevant direction in the development of computational finance.

The main goal
The purpose of this talk is to give probabilistic analogs of the universal
approximation theorems and suggest the possibilities to developing
hybrid numerical methods

Kudryavtsev Oleg, koe@sfedu.ru Hybrid numerical methods Rostov-on-Don, 28 August 2024 5 / 18



Outline

1 The main goal

2 Standard approaches to simulating Lévy processes
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Lévy processes: a short reminder

General definitions
A Lévy process is a stochastically continuous process with stationary
independent increments (for general definitions, see e.g. Sato (1999)). A
Lévy process can be completely specified by its characteristic exponent,
𝜓, definable from the equality E [e i𝜉X (t)] = e−t𝜓(𝜉).

The characteristic exponent of a pure non-Gaussian Lévy process
The characteristic exponent is given by the Lévy-Khintchine formula:

𝜓(𝜉) = −i𝜇𝜉 +

∫︁ +∞

−∞
(1− e i𝜉y + i𝜉y1|y |≤1)F (dy),

where the LévymeasureF (dy) satisfies
∫︀
R∖{0}min{1, y 2}F (dy) < +∞.

If F (dx) = 𝜋(x)dx , 𝜋(x) – Lévy density.
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Examples of Lévy processes, F (R) = ∞

A Lévy process of unbounded variation
The condition

∫︀
R∖{0}min{1, |y |}F (dy) < +∞ does not hold.

Tempered stable Lévy processes (TSL) of unbounded variation

𝜓(𝜉) = −i𝜇𝜉 + c+Γ(−𝜈+)[𝜆𝜈++ − (𝜆+ + i𝜉)𝜈+]+

c−Γ(−𝜈−)[(−𝜆−)𝜈− − (−𝜆− − i𝜉)𝜈−],

where 𝜈+, 𝜈− ∈ (1, 2), c+, c− > 0, 𝜇 ∈ R, and 𝜆− < −1 < 0 < 𝜆+.
If c− = c+ = c and 𝜈− = 𝜈+ = 𝜈, then we obtain a KoBoL (CGMY)
model.

𝜋(x) = c+e
𝜆+x |x |−𝜈+−11{x<0} + c−e

𝜆−x |x |−𝜈−−1
1{x>0}.

In the CGMY parametrization: C = c , Y = 𝜈, G = 𝜆+, M = −𝜆−.
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Computing CDF
One can express the cumulative distribution function FX in terms of the
Fourier integral

FX (x) =
ex𝜌

𝜋
Re

∫︁ ∞

0

e−ix𝜉E [e
i(𝜉+i𝜌)X ]

𝜌− i𝜉
d𝜉, x ∈ R

Simulation: X = F−1
X (U)

For an arbitrary u ∈ (0, 1), one can recover F−1
X (u) using for instance

linear interpolation formulas:

F−1
X (u) =

⎧⎨⎩
x0, u < FX (x0),

xk +
(u−FX (xk ))(xk+1−xk )
FX (xk+1)−FX (xk )

, FX (xk) ≤ u < FX (xk+1), k < M ,

xM , u ≥ FX (xM).

Quadratic or cubic splines can also be used for the approximation
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Universal approximation theorems
Functions can be modeled with ANN due to the Cybenko’s theorem.
According to this theorem, a feedforward ANN with one hidden layer
and the same-type sigmoidal activation functions can approximate any
continuous function of multiple variables with any accuracy. This
theorem belongs to the class of universal approximation theorems that
establish the approximation capabilities of different neural networks.

Theorem

Let s(x) – be an arbitrary continuous sigmoidal function, and real
numbers a, b are such that a < b. For a given 𝜖 > 0 and a given
F (x) ∈ C [a, b] there is a sum of the form

G (x) =
N∑︁
j=1

𝜔js(𝛼jx + 𝛽j), 𝜔j , 𝛼j , 𝛽j ∈ R,

such that |G (x)− F (x)| < 𝜖, for all x ∈ [a, b].
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Theorem

Let X be an arbitrary c.r.v. distributed on [a, b], a < b. For a given 𝜖 > 0

and a given c.r.v. Y there is a r.v. of the form

Z =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

𝛼1Y1 + 𝛽1, with probability p1;
. . .

𝛼jYj + 𝛽j , with probability pj ;
. . .

𝛼NYN + 𝛽N , with probability pN ,

where Yj
d∼ Y are independent, pj > 0, 𝛼j > 0, 𝛽j ∈ R, such that

N∑︁
j=1

pj = 1; |FX (x)− FZ (x)| < 𝜖, for all x ∈ R,

FX (x) and FZ (x) are CDFs of X and Z , respectively.
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Logistic regression

The standard logistic function

𝜎(x) =
1

1+ e−x

is arguably the most well-known activation function for ANNs.

Another advantage of 𝜎(x) is that it is the cdf of the continuous random
variable Y known as a standard logistic distribution. Hence, Y can be
used successfully in our Theorems.

Since 𝜎−1(u) = ln u
1−u

, one can easily simulate Y from 𝜎−1(U), where
the random variable U is uniformly distributed in (0, 1).
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The key ideas

Consider the option price V (x ,T ) = e−rTE [H(x + XT )], where H(x)
is a given payoff function, Xt – a Lévy process.

Then we construct a monotonic feedforward ANN with N neurons in
the hidden layer and with the activation function 𝜎(x) that approximates
FXT

(x) with accuracy 𝜖.

Define a sufficiently large number of simulations L. We approximate

V (x ,T ) = e−rT 1

L

∑︁
i

H(x + zi),

where zi , i = 1, ..., L, are sample values from 𝛼jY + 𝛽j with probability
pj , j = 1, ...,N . Thus, we do not need to run the entire ANN we
constructed, but rather use its separate neurons to simulate 𝛼jY + 𝛽j .
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The hybrid Monte Carlo algorithm

Algorithm 1 Evaluate V (x ,T ) = e−rTE [H(x + XT )]

1: Set j ⇐ 1, i ⇐ 1, m ⇐ 0, V ⇐ 0

2: while j ≤ N do
3: m ⇐ m + pj · L
4: while i ≤ m do
5: Simulate yi from 𝜎−1(U)
6: zi ⇐ 𝛼jyi + 𝛽j
7: i ⇐ i + 1

8: V ⇐ V + H(x + zi )
9: end while
10: j ⇐ j + 1

11: end while
12: V (x ,T ) = e−rT V

L
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Conclusion

Hybrid Monte Carlo methods for pricing options under Lévy processes
can be found in the following papers

O. Kudryavtsev, N. Danilova, “Applications of Artificial Neural
Networks to Simulating Lévy Processes” Journal of Mathematical
Sciences, 2023, Vol. 271.
O. E. Kudryavtsev, A. S. Grechko, and I. E. Mamedov, “Monte
Carlo Method for Pricing Lookback Type Options in Lévy Models”
// Theory of Probability & Its Applications, 2024, Vol. 69., Iss.2.

A hybrid Wiener-Hopf factorization method for pricing options under
Lévy processes can be found in the following paper

E. Alymova, O. Kudryavtsev, “Artificial Neural Networks and
Wiener-Hopf Factorization” IAENG International Journal of
Computer Science, 2024, Vol. 51, no. 8.
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